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Abstract

We perform multi-document summariza-
tion by generating compressed versions
of source sentences as summary candi-
dates and using weighted features of these
candidates to construct summaries. We
combine a parse-and-trim approach with
a novel technique for producing multiple
alternative compressions for source sen-
tences. In addition, we use a novel method
for tuning the feature weights that maxi-
mizes the change in the ROUGE-2 score
(∆ROUGE) between the already existing
summary state and the new state that re-
sults from the addition of the candidate
under consideration. We also describe ex-
periments using a new paraphrase-based
feature for redundancy checking. Finally,
we present the results of our DUC2007
submissions and some ideas for future
work.

1 Introduction

This paper presents MASC (Multiple Alternative
Sentence Compressions), a framework for using
sentence compression in automatic summarization.
MASC systems use a sentence compression mod-
ule to generate multiple compressions of source sen-
tences in combination with a candidate selector to
construct a summary from the compressed candi-
dates. The selector uses a combination of static and
dynamic features to select candidates that will maxi-

mize relevance while minimizing redundancy within
the summary.

In previous work (Zajic et al., 2007), the weights
assigned to the features were manually optimized
to maximize the ROUGE-2 recall score on a held
out dataset. In the MASC framework, we generate
n-best lists of candidates at each iteration and em-
ploy an automatic optimization technique that tunes
the weights to directly maximize the change in the
ROUGE-2 recall score (∆ROUGE) that would result
from adding a candidate from the n-best list to the
current summary state. As with manual optimiza-
tion, we use a held out dataset for which we have
access to model summaries.

The update task presents an interesting challenge
and an ideal platform to test another novel com-
ponent of MASC—an update-oriented redundancy
checking technique. We adapt our existing redun-
dancy feature to suit the update task requirements.

The next section relates our approach to other ex-
isting summarization systems. Section 3 gives an
overview of the MASC framework. Section 4 dis-
cusses the optimization technique in detail and Sec-
tion 5 explains the adaptation of the existing in-
terpolated redundancy feature for the update task.
Section 6 presents some post-hoc experiments on
sentence filtering and paraphrase-based redundancy
checking. Finally, in Section 7, we present an anal-
ysis of our main and update task submissions and
ideas for future work.

2 Background

Extractive multi-document summarization systems
typically rank candidate sentences according to a



set of factors. Redundancy within the summary is
minimized by iteratively re-ranking the candidates
as they are selected for inclusion in the summary.
For example, MEAD (Radev et al., 2004; Erkan and
Radev, 2004) ranks sentences using a linear com-
bination of features. The summary is constructed
from the highest scoring sentences, then all sen-
tences are rescored with a redundancy penalty, and a
new summary is constructed based on the new rank-
ing. This process is repeated until the summary sta-
bilizes. Maximal Marginal Relevance (MMR) (Car-
bonell and Goldstein, 1998; Goldstein et al., 2000)
balances relevance and anti-redundancy by selecting
one sentence at a time for inclusion in the summary
and re-scoring for redundancy after each selection.
Our system takes the latter approach to summary
construction, but differs in that the candidate pool is
enlarged by making multiple sentence compressions
derived from the source sentences.

There are several automatic summarization sys-
tems that make use of sentence compression (Jing,
2000; Daumé and Marcu, 2005; Knight and Marcu,
2002; Banko et al., 2000; Turner and Charniak,
2005; Conroy et al., 2006; Melli et al., 2006;
Hassel and Sjöbergh, 2006). All such approaches
perform sentence compression through removal of
non-essential sentential components (e.g., relative
clauses or redundant constituents), either as pre-
processing before selection or post-processing af-
ter selection. Our approach differs in that multiple
trimmed versions of source sentences are generated
and the selection process determines which com-
pressed candidate, if any, of a sentence to use. The
potential of multiple alternative compressions has
also been explored by (Vanderwende et al., 2006).

3 Overview of MASC

Multiple Alternative Sentence Compressions
(MASC) (Zajic, 2007) is a framework for automatic
summarization consisting of three stages: filtering,
compression, and candidate selection. This frame-
work has been applied to single and multi-document
summarization tasks.

In the first stage (filtering), sentences of high rel-
evance and centrality are selected for further pro-
cessing. For multi-document summarization, we as-
sume that sentences early on in the documents are

more relevant and important than the sentences fur-
ther down and so, unless otherwise specified, we fil-
ter out all sentences except the first five from each
document in the cluster.

In the second stage (sentence compression), mul-
tiple alternative compressed versions of the source
sentences are generated, including a version with no
compression, i.e., the original sentence. We have
used two different sentence compression approaches
with MASC: HMM Hedge (Zajic et al., 2002; Za-
jic, 2007) and Trimmer (Dorr et al., 2003; Zajic et
al., 2006b; Zajic, 2007). HMM Hedge uses a noisy
channel model with language models of newspaper
stories and newspaper headlines to generate the most
probable compressions of a source sentence. Trim-
mer uses linguistically-motivated trimming rules to
remove constituents from a parse tree. Both ap-
proaches associate compression-specific feature val-
ues with the candidate compressions that can be
used in candidate selection. HMM Hedge uses the
probability of the compression along with decoding
properties, such as the number of clumps of contigu-
ous words from the source sentence. Trimmer uses
the number and parse tree depth of various rule ap-
plications. The work presented here uses Trimmer
as the sentence compression module of MASC.

Trimmer generates multiple compressions by
treating the output of each Trimmer rule application
as a distinct compression. The output of a Trim-
mer rule is a single parse tree and an associated sur-
face string. As rules are applied in a pre-determined
order, the surface string shrinks until a minimum
length is reached, and trimming stops. A limita-
tion associated with this approach is that each rule
application is an irrevocable decision. Recent work
has introduced Trimmer rules that produce multiple
outputs. These Multi-Candidate Rules (MCRs) in-
crease the pool of candidates by having Trimmer
processing continue along each MCR output. For
example, a MCR for conjunctions generates three
outputs: one in which the conjunction and the left
child are trimmed, one in which the conjunction and
the right child are trimmed, and one in which nei-
ther are trimmed. The three outputs of this particu-
lar conjunction MCR on the sentence The program
promotes education and fosters community are: (1)
The program promotes education, (2) The program
fosters community, and (3) the original sentence it-



self. Other MCRs deal with the selection of the root
node for the compression and removal of preambles.
For a more detailed description of MCRs, see (Zajic,
2007). The Trimmer system used for our submission
employed a number of MCRs.

The final stage in MASC is the selection of can-
didates from the pool created by filtering and com-
pression. We use a linear combination of static
and dynamic candidate features to select the high-
est scoring candidate for inclusion in the summary.
Static features include position of the original sen-
tence in the document, length, compression-specific
features, and relevance scores. These are calculated
prior to the candidate selection process and do not
change. Dynamic features include redundancy with
respect to the current summary state, and the number
of candidates already in the summary from a candi-
date’s source document. The dynamic features have
to be recalculated after every candidate selection. In
addition, when a candidate is selected, all other can-
didates derived from the same source sentence are
removed from the candidate pool. Candidates are se-
lected for inclusion until either the summary reaches
the prescribed word limit or the pool is exhausted.
The next section discusses how the weights for the
candidate features are determined.

4 Automatic Weight Optimization

In our DUC2006 submission, the weights for the
candidate features were optimized manually to max-
imize the ROUGE-2 recall score (Lin and Hovy,
2003) on the final system output. Note that the sys-
tem output is actually the output of a series of candi-
date selections at each iteration of the summary con-
struction algorithm. Therefore, this method of opti-
mization tunes the weights of the candidate features
only indirectly. In our current submission, we use
a more direct way to optimize the feature weights
by automatically tuning the feature weights based on
the actual candidates selected at each iteration.

Figure 1 shows how the algorithm works. At each
iteration, we generate k-best candidates instead of
just the single best. For each of these k candidates,
we compute the difference in the ROUGE scores of
the current summary state and a hypothetical sum-
mary state that would result by adding this candidate
to the summary. We refer to this metric as ∆ROUGE.

Once ∆ROUGE has been calculated for all k candi-
dates, the summary state is updated by adding the
highest scoring candidate and the candidate pool is
culled and updated as explained previously. We con-
tinue in this fashion until either the word limit is
reached or we run out of candidates. The process
is then repeated for all other document clusters.

This process generates a large number of
candidates—each with its associated features, the
∆ROUGE value, and the number of words in the
summary state to which the candidate was (hypo-
thetically) added. Each of these candidates serves
as a hypothesis for the optimizer. Note that at each
iteration, the summary used in the calculation of
∆ROUGE is the result of adding only the 1-best can-
didate from the previous iteration, as shown in the
figure. The k-best candidates are used only to create
additional hypotheses for optimization.

The next step is to run an optimizer that takes the
following inputs:

1. This list of hypotheses.

2. Initial values for the feature weights.

3. The perturbation range for each feature weight.

The optimizer uses Powell’s method (Powell, 1965)
to maximize the ∆ROUGE value and outputs the fea-
ture weights that can be considered optimized to
pick the best candidate to add to the summary state
at any point.

For the purposes of comparison, we ran our sys-
tem on the DUC2007 training data with the old man-
ual optimization technique. For both techniques,
DUC2006 data was used as the held out dataset on
which the weights were tuned. Table 1 shows the
ROUGE scores for both the optimization approaches.
The improvements are all significant at p < 0.05.

ROUGE Manual Automatic
1 0.36394 0.40387
2 0.08131 0.10412

SU4 0.12625 0.15447

Table 1: Comparing ROUGE scores for the au-
tomatic optimization technique against previously
used manual optimization.
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Figure 1: Computing ∆ROUGE values for each of the k-best candidates at each iteration.

5 Redundancy

One of the candidate features used in the MASC
framework is the redundancy feature which mea-
sures how similar a candidate is to the current sum-
mary. If a candidate contains words that occur much
more frequently in the summary than in the general
language, the candidate is considered to be redun-
dant with respect to the summary. This feature is
based on the assumption that the summary is pro-
duced by a word distribution which is separate from
the word distribution underlying the general lan-
guage. We use an interpolated probability formula-
tion to measure whether a candidate word w is more
likely to have been generated by the summary word
distribution than by the word distribution represent-
ing the general language:

P (w) = λP (w|S) + (1 − λ)P (w|L) (1)

where S is text representing the summary and L
is text representing the general language.1 As a gen-
eral estimate of the portion of words in a text that are

1The documents in the cluster being summarized are used to
estimate the general language model.

specific to the text’s topic, λ was set to 0.3. The con-
ditional probabilities are estimated using maximum
likelihood:

P (w|S) =
Count of w in S

number of words in S

P (w|L) =
Count of w in L

number of words in L

Assuming the words in a candidate to be indepen-
dently and identically distributed, the probability of
the entire candidate C, i.e., the value of the redun-
dancy feature, is given by:

P (C) =
N∏

i=1

P (wi)

=
N∏

i=1

λP (wi|S) + (1 − λ)P (wi|L)

We use log probabilities for ease of computation:

=
N∑

i=1

log(λP (wi|S) + (1 − λ)P (wi|L))

Note that redundancy is a dynamic feature be-
cause the word distribution underlying the summary
changes each time a new candidate is added to it.



5.1 Adaptation for Update Task

The interpolated redundancy feature can quanti-
tatively indicate whether the current candidate is
more like the sentences in other documents (non-
redundant) or more like sentences in the current
summary state (redundant). We adapted this fea-
ture for the update task to indicate whether a can-
didate was more like text from novel documents
(update information) or from previously-read doc-
uments (not update information). This adaption was
straightforward—for each of the three given docu-
ment clusters, we added the documents that are as-
sumed to have been previously read by the user to S
from equation 1. Since S represents content already
included in the summary, any candidate with con-
tent from the already-read documents is automati-
cally considered redundant by our system.

5.2 Using paraphrases

The redundancy feature essentially treats the sum-
mary text S as a bag-of-words to compute the max-
imum likelihood estimate for P (w|s) used in equa-
tion 1. However, this feature would not adequately
capture redundancy in cases where the candidate
word is a synonym or a paraphrase of a word al-
ready in the summary. Indeed, such words would be
classified as non-redundant due to the specific nature
of a bag-of-words match. We attempt to improve
this feature by adding a second bag-of-words—one
that contains paraphrases of the words in S. Dur-
ing the redundancy feature computation, this second
bag is consulted only when a candidate word does
not match any of the words in S.

The paraphrases are extracted statistically from
a 850, 000-sentence Chinese-English parallel corpus
following Bannard et al. (2005). For the purposes of
this experiment, we choose only the one word para-
phrases from the larger list of paraphrases that the
technique is able to generate.

This technique has not yet yielded significant im-
provements in ROUGE scores. We investigate this
further and present a more detailed analysis in Sec-
tion 6.2.

6 Post-hoc Experiments

We also conducted some post-hoc experiments in
order to test the usefulness of some ideas after the

DUC 2007 model summaries were officially re-
leased.

6.1 Sentence Filtering
Previous work (Zajic et al., 2006a) has shown that
selecting only the first few sentences of a document
for the purposes of syntactic trimming usually yields
summaries of higher quality. The MASC framework
currently only considers candidates derived from the
first five sentences from any source document. We
conducted a series of experiments in order to deter-
mine if there is any further performance gain to be
had by making stricter restrictions on the position of
the sentence from which the candidate was derived.

We first added a single additional parameter Ns

to the filtering stage to allow through only the first
Ns sentences of each document for compression and
selection. It is reasonable to assume that if sentence
filtering can have an effect on the quality of the pro-
duced summary, it can also affect the weights that
were produced by the automatic optimization tech-
nique and subsequently used for candidate selection.
To measure this effect, if any, we introduced another
parameter No, which restricts the candidates used by
the optimizer to only those derived from the first No

sentences of each document in the held out dataset
(DUC2006 test data and reference summaries).

We varied both Ns and No from 1 to 5 to measure
the interaction between the two parameters and cal-
culated the ROUGE-2 scores for the resulting sum-
maries for the DUC 2007 main task. Table 2 shows
the results of these experiments. The (i,j)-th entry
in the table corresponds to the experiment where (a)
only candidates derived from the first i sentences in
each document in the held out set were used to op-
timize the feature weights and (b) only candidates
derived from the first j sentences in each document
in the DUC2007 data were chosen for inclusion in
the summary.

We find that almost none of the differences be-
tween any two experiments is statistically signif-
icant. However, in the few cases where the dif-
ferences are significant, it is always the case that
using a larger number of sentences yields better
summaries. It is entirely possible, however, that a
more theoretically grounded sentence-filtering ap-
proach (Conroy et al., 2006), where the filtering is
based not just on the position of the sentence in the



Ns = 1 Ns = 2 Ns = 3 Ns = 4 Ns = 5
No = 1 0.09904 0.09164 0.08803 0.08818 0.08807
No = 2 0.10327 0.09758 0.09812 0.09863 0.09842
No = 3 0.10675 0.10509 0.10515 0.10596 0.10640
No = 4 0.10473 0.09963 0.10016 0.10078 0.09999
No = 5 0.10476 0.10634 0.10634 0.10634 0.10675

Table 2: ROUGE-2 scores for various sentence filtering experiments on DUC2007 data.

document but also on the quality of the compressed
candidate that can be generated from that sentence,
might be more effective at selecting the right subset
of sentences.

6.2 Using WordNet for Paraphrases

Our previous experiment to enhance redundancy
capturing using statistically extracted single-word
paraphrases did not yield any significant improve-
ments. The paraphrasing technique we used has high
coverage but relatively low precision. In order to test
whether it is the quality of the paraphrases that limits
their usefulness, we conducted a similar experiment
in which we used WordNet to generate the synonym
for each word in the summary bag-of-words.

To generate the synonym for any word, we first
locate the most frequent synset for this word in each
of the four WordNet databases (N, V, ADJ, ADV).
We then collect all single word synonyms from all
these synsets and choose one at random. Synonyms
for all words in the summary text are generated and
collected as a second bag-of-words that is used in the
same fashion as described in Section 5.2. Although,
we do have access to the part-of-speech tag for each
word in the summary text and we could have used
it to consult only the “correct” WordNet database, it
turns out not to matter at all as explained below.

We discovered that neither of the WordNet-based
experiments yield any improvements. We further in-
vestigated the cause of this behavior, which seemed
to be unrelated to the quality of the paraphrases used
and found that the anomalous cases for which we
had decided to create a second of bag-of-words ac-
tually occur quite rarely. Most of the time, the orig-
inal summary bag-of-words is sufficient to capture
the redundancy present in a candidate. We believe
this to be a result of the tightness of the document
clusters provided to us.

ROUGE Avg. Recall Avg. Precision Avg. F
1 0.41802 (9) 0.40691 (20) 0.41224 (13)
2 0.10795 (8) 0.10516 (11) 0.10650 (8)
3 0.03972 (7) 0.03869 (9) 0.03919 (8)
4 0.01963 (8) 0.01913 (8) 0.01937 (8)
L 0.38289 (10) 0.37270 (19) 0.37758 (13)

W-1.2 0.11102 (11) 0.20055 (18) 0.14284 (12)
SU4 0.15990 (9) 0.15563 (14) 0.15767 (11)

Table 3: ROUGE scores for MASC (System 7) on
the main task with ranks out of 30 systems.

7 Results and Future Work

For DUC 2007, we participated in both the
main summarization task and the pilot update-
summarization task. In this section, we first present
the results of our system on both the tasks and then
we discuss some ideas to improve our system for fu-
ture submissions.

7.1 Main Task Results

The DUC2007 main task modeled real-world ques-
tion answering and required the participants to gen-
erate a fluent, well-organized 250-word summary
for 45 document clusters, each containing 25 doc-
uments relevant to a given topic query. The weights
for the candidates were automatically optimized (us-
ing the technique described in Section 4) on the
DUC2006 test data, using the DUC2006 reference
summaries. In the DUC2007 evaluations, the UMD-
MASC system was System 7. Table 3 shows the
ROUGE scores for MASC on the DUC2007 data
with ranks out of 30 submitted systems. MASC
generally ranked higher for recall than for precision,
suggesting that MASC is currently better at finding
relevant content than it is at weeding out irrelevant
content.

The DUC2007 evaluation also included human
judgments of linguistic quality which are shown in



Question Avg. Score Rank
Grammaticality 3.22 22

Non-Redundancy 3.33 27
Referential Clarity 3.98 2

Focus 3.42 14
Structure & Coherence 2.27 18

Table 4: Linguistic scores for MASC (System 7) on
the main task with ranks out of 30 systems.

Table 4, along with the ranks.
We have improved our grammaticality and refer-

ential clarity scores since last year. This might sug-
gest that the candidate selector is simply not picking
the compressed versions of the sentences for inclu-
sion. We plan to conduct a more thorough analy-
sis of this behavior before the next submission. The
human assessors also assigned a content responsive-
ness score to each summary. MASC achieved an av-
erage responsiveness score of 3.089 and was ranked
4th out of the 30 submitted systems. This further
confirms our hypothesis that MASC is much better
at finding content relevant to a given query.

7.2 Update Task Results
The DUC2007 update summary pilot task was to
create short 100-word multi-document summaries
under the assumption that the reader has already
read some number of previous documents. There
were 10 topics in the test data, with 25 documents
to each topic. For each topic, the documents were
sorted in chronological order and then partitioned
into three sets A − C. The participants were then
required to generate (a) a summary for cluster A, (b)
an update summary for cluster B assuming docu-
ments in A have already been read, and (c) an up-
date summary for cluster C assuming documents in
A and B have already been read. The system we
used for the update task was identical to the one used
for the main task, except for the adaptation of the re-
dundancy feature as described in Section 5.1.

In the DUC2007 evaluations, the UMD-MASC
system was System 36 for the update task. Table 5
shows a subset of the ROUGE scores and ranks for
MASC.

Table 6 shows the average content responsive-
ness scores for MASC. These scores indicate that
although the adapted redundancy feature may not be
very effective for a large set of already-read doc-

ROUGE Avg. Recall Avg. Precision Avg. F
1 0.35352 (7) 0.34266 (9) 0.34754 (7)
2 0.08762 (7) 0.08462 (10) 0.08595 (9)

SU4 0.12602 (8) 0.12182 (10) 0.12369 (8)

Table 5: ROUGE scores for MASC (System 36) on
the update task with ranks out of 22 systems.

Score Rank
Cluster A 3.1 2
Cluster B 2.7 5
Cluster C 2.6 6
Overall 2.8 2

Table 6: Content responsiveness scores for MASC
(System 36) on the update task with ranks out of 22
systems.

uments, it does its job extremely well for smaller
sets—as evident by the high rank MASC achieved.

7.3 Future Work
There are a large number of things that we plan to try
in future DUC submissions. We believe that the re-
dundancy feature can be better formulated in a num-
ber of ways:

1. We plan to experiment with splitting this
feature into two separate features—one that
captures redundancy and another that uses
an n-gram language model to capture non-
redundancy. Once split, the weights for the two
resulting features can be tuned automatically
rather than using a manually estimated interpo-
lation coefficient λ.

2. Since this is the only feature in the frame-
work to be computed on a logarithmic scale,
it is possible that even if there was a signifi-
cant difference in the computed value, it would
be drowned out by less significant differences
in the values of the other features that are not
computed on a logarithmic scale.

We also plan to improve the syntactic trimming
process by making it fully order-independent. Both
of our initial paraphrase-based redundancy experi-
ments had drawbacks: (1) The statistically extracted
paraphrases have high coverage but low precision,
and (2) the WordNet-derived paraphrases do not al-
low for domain specificity. In a perfect experiment,



we would want to use paraphrases that have both
high-coverage and are tunable to the particular do-
main. We plan to continue to experiment with the
automatically acquired paraphrases to create addi-
tional variants of the redundancy feature. In addi-
tion, we hope to be able to scale up to using phrase-
level paraphrases rather than limiting ourselves to
just the single-word ones.
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